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Abstract. Text-based customer service is emerging as an important channel through which
companies can assist customers. However, the use of few identity cues may cause customers to
feel limited social presence and even suspect the human identity of agents, especially in the
current age of advanced algorithms. Does such a lack of social presence affect service
interactions? We studied this timely question by evaluating the impact of customers’ perceived
social presence on service outcomes and customers’ attitudes toward agents. Our identification
strategy hinged on Southwest Airlines’ sudden requirement to include a first name in response to
service requests on Twitter, which enhanced customers’ perceived level of social presence. This
change led customers to become more willing to engage and more likely to reach a resolution
upon engagement. We further conducted a randomized experiment to understand the underlying
mechanisms. We found that the effects were mainly driven by customers who were ex ante
uncertain or suspicious about the human identity of agents, and the presence of identity cues
improved service outcomes by enhancing customers’ perceived levels of trust and empathy.
Additionally, we found no evidence of elevated verbal aggression from customers toward agents
with identity cues, although a mechanism test revealed the moderating role of customers’
emotional states. Our study highlights the importance of social presence in text-based customer
service and suggests a readily available and almost costless strategy for firms: signal
humanization through identity cues.
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1. Introduction

Text-based customer service channels, such as in-app messaging, live website chats, short message
services, and social media, are becoming prevalent. Customers across all age demographics are moving toward text-
based channels for customer support due to their convenience and asynchronous features. For instance, in a survey
conducted by UJET Inc. (n.d.), 72% of customers across the United States (US) between the ages of 18 and 64 years
old stated that texting with an agent improved their support experience. Despite various advantages, such as
convenience for customers and low cost to brands, textual communications generally lack social context cues, which
reduce the level of social presence felt by customers (Oh et al., 2018) and lead customers to the perception that they
are communicating with dehumanized subjects (Mesch & Beker, 2010).

Indeed, customers nowadays wonder about the human identity of agents in text-based service provisions,
especially when agents’ responses seem monotone or out of context. The epic failure of Bank of America (BoA)’s
customer service on Twitter provides a classic example. On July 6, 2013, Mark Hamilton wrote an anti-foreclosure
statement in front of a BoA branch and was told to leave by the police. He tweeted the following message from his
Twitter handle @darthmarkh: “Just got chased away by #NYPD 4 [for] ‘obstructing sidewalk’ while #chalkupy-ing
with @CyMadDO0x outside @bankofamerica HQ . Another user, @stevetimmis, responded, “@darthmarkh
@CyMadDO0x @bankofamerica looks like you were really causing an obstruction.” These tweets, along with other
users’ follow-up tweets, triggered responses from BoA’s customer service team on Twitter (i.e., @BofA Help),
three of which are shown in the top left panel of Figure 1. The top right panel of Figure 1 displays a tweet from
@BofA_Help, which was posted at 4:09 PM on July 6, 2013, in response to a tweet posted by @OccupyLA at 3:59
PM. Whatever strategy or tool BoA was using in its Twitter service provision, the response’s monotone nature
clearly obfuscated customers about the agent’s identity. Moreover, customers wondered whether “the Bank of
America Twitter account was run exclusively through autobots”, as evidenced by many tweets throughout the flare-
up (see the bottom panel of Figure 1; Coine & Babbitt, 2014, p.199).
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Figure 1. The Epic Failure of BoA’s Twitter Customer Service in 2013
Given the increasing number of customers turning to text-based customer service for assistance and their
confusion about agents’ identities!, it is important to understand whether and how customers’ perceptions of social
presence affect text-based service provision. Note that the conceptualization of social presence in the literature
varies with the research context. One conceptualization that is particularly relevant to our research context is “the
subjective experience of being present with a ‘real’ person and having access to his or her thoughts and emotions”

1 To validate customers’ confusion about agent identity, we surveyed 328 customers who had customer service experience on social media with
the following question: “Do you think social media customer service agents are human agents or algorithm-enabled agents?” We found that 114
respondents (35%) were either uncertain about the human identity of agents or confident that agents were algorithm-enabled. This ratio is
comparable with that of the randomized experiment described in Section Mechanism Tests (i.e., 38% of 400 respondents).



(Biocca, 1997; Kreijns et al., 2004; Oh et al., 2018). This definition emphasizes the psychological aspect of social
presence, which aligns closely with customer perceptions in our context. To distinguish this from conceptualizations
of social presence in different contexts (Cobb, 2009; Gunawardena, 1995; Kehrwald, 2008), we referred to this
definition as humanization and interpreted it in our research context as the continuum of a customer’s perception of
being present with a “rea/” human agent during a customer service interaction.

To study how customers’ perceived humanization levels affect their interactions with agents, we exploited
a quasi-experiment that was induced by an identity cue policy from Southwest Airlines. On March 16, 2018,
Southwest Airlines’ customer service agents began including first names in service responses on Twitter. This
sudden change, which we referred to as the signature experiment, exemplified recent firms’ efforts to “/et
customers know they are talking to a person and not a bot” (Perez, 2017). From the perspective of customers,
Southwest Airlines’ signature experiment was abrupt because there was no advanced notice or hint from the airline
company; hence, customers cannot anticipate the change. Because an identity cue is a key contextual factor that
influences social presence (Oh et al., 2018) and the inclusion of a first name (hereafter referred to as the signature)
provides an identity cue for the authorship of a response, we expected that customers’ perceived humanization level
would increase after the launch of the signature experiment.

Based on social presence theory, we proposed two sets of hypotheses to evaluate the impact of
humanization on text-based customer service interactions. First, we considered customers’ willingness to engage,
which is a binary measure of whether customers would decide to continue a conversation upon receiving an agent’s
initial response to a service request. This engagement decision is crucial because a customer’s follow-up is the
prerequisite for an agent to continue the service. Conditional on a customer’s further engagement, we examined
whether the conversation led to a resolution. Second, because the inclusion of identity cues may cause unintended
consequences, such as social media trolls due to the publicity and tractability of social media posts, we examined
whether there was any change in customer verbal aggression, a well-recognized type of customer misbehavior that is
detrimental to agents’ cognitive and task performance (Grandey et al., 2004; Rafaeli et al., 2012).

We started the empirical analyses with a one-group before-and-after design (Claussen et al., 2013) to detect
any changes in customer service interactions following the signature experiment. We found that an enhanced
perceived humanization level increased customers’ willingness to engage with service agents as well as the
likelihood of reaching a resolution. Meanwhile, there was no evidence that customers behaved more or less
aggressively after the signature policy. These findings remained consistent in various robustness checks and
falsification tests. To minimize the chance that our findings were driven by unobserved time-varying factors, we
then conducted difference-in-differences analyses by constructing a synthetic control group that was comparable to
Southwest Airlines based on a donor pool consisting of four other major US airlines (Abadie et al., 2010; Abadie &
Gardeazabal, 2003; Athey et al., 2021). To better control tweet-level confounders, we proposed a conversation-level
two-way matching method, which was in the spirit of the synthetic control method but implemented at a more
granular level. Both sets of results consistently supported our main findings.

To understand the underlying mechanism of the detected effects, we complemented the observational study
with a randomized experiment on Amazon Mechanical Turk (AMT). By collecting data on and conditioning
individuals’ prior beliefs about agent identity, we discovered that the observed positive effect of identity cues on
service outcomes came from customers who are uncertain or suspicious of an agent’s human identity. Hence, adding
identity cues updated customers’ beliefs and lifted their perceived humanization level, which led to improved
service outcomes. We also conducted a causal mediation analysis, which revealed that #rust and empathy mediated
the effect of identity cues on service outcomes. Specifically, identity cues enhanced customers’ perceived levels of
trust and empathy toward service agents, thereby increasing their willingness to engage and the likelihood of
reaching a resolution.

To examine the mechanism behind the null effect of identity cues on customer verbal aggression, we
conducted a mechanism test using observational data from Twitter and discovered the mediating role of customers’
emotional states at the beginning of a conversation. Specifically, the inclusion of identity cues decreased the
aggressiveness of customers who were initially emotion-focused but increased the aggressiveness of customers who
were initially goal-oriented.

As the first study to connect social presence and service interactions in the context of social media
customer service, this work contributes to the literature on online complaint management. By empirically verifying
the critical role of individual heterogeneous prior beliefs about agents’ identities and the theoretical mechanisms of
trust and empathy, this study also contributes to social presence theory. For business practitioners, the positive
impact of humanization on service interactions suggests that the human touch in customer service delivery is still
much valued by customers. Our study thus sheds light on the looming question of how much automation firms
should incorporate into customer service operations. Since call centers have long been perceived as cost centers,



firms have been leveraging information technologies for decades to deliver customer service as cost-effectively as
possible. The recent development of artificial intelligence (Al)-based chatbots presents the latest opportunity and
probably the ultimate solution to such a quest for cost reduction.? Nonetheless, considering customers’ inherent
preference for engaging with human agents, a cost-oriented business strategy without a human touch in customer
service provisions is not prudent.

The rest of the paper is organized as follows. We first review the relevant literature and then detail the
development of hypotheses regarding the effect of humanization on customer service interactions. After describing
the data and the key variables, we discuss identification strategies, report empirical analyses, and analyze the
mechanisms. We conclude the paper by discussing its implications and limitations.

2. Literature Review

Our paper is related to the literature on online complaint management in terms of the research context and
the literature on social presence in terms of the theoretical foundation. We review these two streams of literature
separately.

2.1. Online Complaint Management

The literature on online complaint management can be categorized based on the nature of the underlying
technology platform. The management response literature focuses on brand responses to consumer reviews posted
on online review platforms, such as Yelp. The social media customer service literature focuses on the delivery of
customer service through social media channels, such as Twitter. While users who post reviews are primarily
motivated to share feedback with others and do not typically expect a response from the focal business, customers
who complain to a brand via social media aim to address service concerns and often expect prompt responses from
the brand, much like traditional customer service.

The management response literature mainly focuses on externality, such as the impact of management
responses on the volume and valence of future reviews of a brand. While management responses have been shown
to increase the volume of subsequent customer reviews (Chen et al., 2019; Proserpio & Zervas, 2017), their impact
on review valence is inconclusive, as evidenced by positive and negative externalities on subsequent review
sentiment (Chevalier et al., 2018; Wang & Chaudhry, 2018). Several studies have examined the impact of
management responses on other dimensions, such as customer satisfaction (Gu & Ye, 2014; Zhao et al., 2020) and
hotel performance (Kumar et al., 2018; Lee et al., 2016; Xie et al., 2014). Recent studies have investigated opinion
management strategies for responding to online customer reviews (Proserpio et al., 2021; Yang et al., 2019). The
current study offers new insights into this literature by introducing the element of social presence and examining
how brand responses affect focal customers and service performance as opposed to externality.

The social media customer service literature has drawn increasing attention from information systems (IS)
and marketing researchers in recent years and is closely related to the current study. One stream of this literature
focuses on the customer side (Gans et al., 2021; Gunarathne et al., 2017; He et al., 2019; Ma et al., 2015). For
example, Ma et al. (2015) found that redress seeking is a major driver of customer complaints. While service
intervention can improve customers’ relationships with a firm, it also induces more complaints. Another stream
focuses on the firm side (Gunarathne et al., 2018, 2022; Hu et al., 2019; Mousavi et al., 2020; Sun et al., 2021). For
example, Gunarathne et al. (2018, 2022) found that airlines selectively respond to customers based on their social
media influence or racial identity. Our paper introduces an important and novel perspective to this literature by
studying the implications of social presence in customer service delivery on social media.

2.2. Social Presence

Social presence was first introduced by Short et al. (1976) as a theoretical framework for understanding
interactions that took place in different forms of media, such as face-to-face and computer-mediated interactions.
Social presence was originally defined as “the degree of salience of the other person in the interaction and the
consequent salience of the interpersonal relationships” (Short et al., 1976, p.65). Since its inception, different
conceptualizations of social presence have been proposed for different research contexts. For example, studies of
computer-mediated social networks have focused on the social aspect and referred to social presence as individuals
awareness of their social connections in a communication interaction (Cobb, 2009; Gunawardena, 1995; Kehrwald,
2008). Given the rapid advancements in automation technologies, several studies defined social presence as “the
subjective experience of being present with a ‘real’ person and having access to his or her thoughts and emotions”
(Biocca, 1997; Kreijns et al., 2004; Oh et al., 2018) to emphasize the psychological distance between individuals
and their counterparts. We followed this relatively recent conceptualization of social presence and referred to it as
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2 Al is predicted to power 95% of all customer interactions by 2025, including live telephone and online conversations. For details, see
https://www.financedigest.com/ai-will-power-95-of-customer-interactions-by-2025.html.
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humanization to avoid confusion with other conceptualizations of social presence. More precisely, in our research
context, we defined humanization as the continuum of a customer’s perception of being present with a “real/” human
agent during a customer service interaction.

A major theme of the literature on social presence is identifying factors that can influence individuals’
perceptions of social presence. We reviewed this literature based on whether the counterpart’s identity (i.e., human
or software) was known, a particularly important factor in the present study.

When the counterpart’s identity is known to be software (e.g., a chatbot), the relevant literature is
sometimes referred to as digital anthropomorphism, which aims to enhance individuals’ perceived social presence.
Anthropomorphism is defined as “the tendency to attribute human characteristics to inanimate objects, animals, and
others with a view to helping us rationalize their actions” (Dufty, 2003). In the context of customer service, the
literature has shown how specific features of service robots, such as physical features (e.g., facial configuration,
voicing, and gestures) and skills, can shape customers’ perceived anthropomorphism (Al-Natour et al., 2011; Salem
etal., 2013; Yam et al., 2021; Zhang et al., 2010). Generally, customers tend to perceive more skilled conversational
chatbots as more socially present and anthropomorphic than less skilled ones (Schuetzler et al., 2020). Digital
anthropomorphism has been shown to affect customer behaviors, such as their intention to adopt service robots (Blut
et al., 2021; Fan et al., 2016; Qiu & Benbasat, 2009; Sheehan et al., 2020). In the context of product
recommendation, Verhagen et al. (2014) examined friendliness and expertise as determinants of social presence and
personalization and studied their impacts on customers’ interactions with virtual customer service agents. Several
studies have suggested that anthropomorphism may lead to unintended consequences despite being generally
beneficial (Duffy, 2003; Schanke et al., 2021; Schuetzler et al., 2018; Yam et al., 2021). Other studies have focused
on building effective human-robot interactive systems, qualitatively discussing the potential value of social presence
through case studies, and incorporating social presence as a factor in the design science framework (Gnewuch et al.,
2017; Pereira et al., 2014; van Doorn et al., 2017; Yamaguchi et al., 2003).

When the real identity of a counterpart is not disclosed, identity cues or social context cues (e.g.,
demographic and personal traits) are key contextual factors that can influence individuals’ perceptions of social
presence (Oh et al., 2018). A few studies have concluded that one’s perceived social presence crucially depends on
identity cues in text-based computer-mediated communication. For instance, including support-seekers’ portrait
pictures and first-name IDs in online support forums can increase the perception of social presence and help them
receive more person-centered and more polite support messages (Feng et al., 2016). Through an analysis of the 2006
Pew Internet and American Life Survey of parents and teens, Mesch and Beker (2010) found that a lack of social
context cues in computer-mediated communication may lead to a dehumanization perception of unseen counterparts
and cause high levels of online self-disclosure. Our study fits into this stream of literature because the real identity
of customer service agents on Twitter is unknown. Within this literature, the closest work to ours is that of Cheng
and Pan (2021), who investigated how the inclusion of agents’ humanized profiles in agent responses affected the
general sentiment of public tweets and the number of complaint tweets. Our research question differed from theirs
because we focused on the outcomes of individual customer service encounters, as measured by customers’
willingness to engage, service resolution rate, and verbal aggression. Because of this important difference in the
research question, Cheng and Pan (2021) conducted their analyses at the tweet level using all types of public tweets,
including those unrelated to customer service (e.g., compliments and marketing engagement). In contrast, the focus
of our research question led us to analyze customer service-related encounters and distinguish customers’ initial
tweets from their follow-up tweets to agents’ responses, thereby conducting the analyses at the conversation level.

3. Hypotheses Development

In this section, we hypothesize how identity cues affect customer-agent interactions in service encounters
by enhancing the humanization level.

3.1. Humanization and Service Outcomes

According to Oh et al. (2018), the provision of identity cues (e.g., first names or portrait pictures) serves as
a contextual factor that influences social presence. Providing identity cues offers clues to the “true” identity of a
remote partner so that individuals feel the presence of a “real person”. The impact of identity cues is even more
salient in social media customer service because it is primarily text-based. Since a first name usually suggests
human authorship, the inclusion of first names as identity cues should improve customers’ perceptions of agents’
humanization levels.

An enhanced humanization level may affect service outcomes through two channels: #rust and empathy.
The connection between humanization and trust is probably deeply rooted in our evolutionary past; humans needed
to trust and rely on each other to compensate for physiological limitations and survive in the wild. Directly related to
our research context, previous literature has demonstrated that social presence positively correlates with customers’



trust in a service provider (Cyr et al., 2007; Gefen & Straub, 2003; Hassanein & Head, 2004; Lankton et al., 2015).
For instance, in the context of business-to-consumer Internet-based services, Gefen and Straub (2003) showed that
social presence significantly enhanced customers’ trust.

Interpersonal trust is crucial for supportive communication because it helps establish supportive
relationships (Mortenson, 2009). Naturally, customers are more willing to seek and receive help from trustworthy
service providers, especially in an online environment in which they may feel insecure due to limited information
about their counterparts. Therefore, a higher perceived level of humanization by customers should increase their
willingness to engage due to their enhanced level of trust in the agents. Upon customers’ follow-up engagement,
enhanced humanization can further affect the resolution of a service encounter irrespective of the actual level of
expertise because trust plays a critical role in persuasion (Hovland & Weiss, 1951; Sternthal et al., 1978), and a
critical aspect of customer service is persuading customers to forgive a firm’s service failure or defective product.

Enhanced humanization can also affect service outcomes through the channel of empathy—the unique
human capacity to understand and feel what another person is experiencing within their frame of reference.
According to social presence theory, enhanced humanization reduces the psychological distance between an
individual and their counterpart (Biocca, 1997; Kreijns et al., 2004; Oh et al., 2018). With closer psychological
distance, customers would feel that an agent is more likely to step into their shoes and resonate with their requests.
Because a customer’s perceived empathy of an agent positively contributes to the customer’s satisfaction (Tax et al.,
1998), the customer should be more willing to engage with an agent perceived as more humanized and, upon
engagement, be more likely to accept the agent’s reasoning or apology.

The aforementioned arguments led to the following hypothesis for empirical testing.

Hypothesis 1: The presence of an identity cue improves customer service interactions by increasing: (a)
customers’ willingness to engage, and (b) the chance of reaching a resolution.

3.2. Humanization and Customer Verbal Aggression

To understand how humanization might affect customer verbal aggression, it is important to first
comprehend the underlying motives of customer complaining behavior, which can be categorized as goal-oriented
or emotion-focused (Kowalski, 1996). Driven by different motivations, customers may react differently to enhanced
perceptions of humanization.

Goal-oriented customers complain in order to seek redress or economic compensation rather than for
venting. Their emotional dissatisfaction is not the primary driver of their service requests. Since customer
aggressiveness is often driven by emotion, a goal-oriented customer’s verbal aggression is not necessarily affected
by an agent’s level of humanization. However, goal-oriented customers may behave more aggressively toward more
humanized agents as a strategic move to better achieve their goals, since agents are more susceptible to emotional
pressure once their names have been publicized. Considering the vast publicity enabled by social media platforms,
customers are fully aware of the benefits of publicly shaming a brand, as evidenced by their preference for public
posts over private messages on social media (He et al., 2019).

Unlike a goal-oriented customer, the complaining behavior of an emotion-focused customer is evoked by
frustration and the desire to express emotional dissatisfaction (Kowalski, 1996). With such motivation, customers
complain because the act of venting itself makes them feel better. The aggressiveness of emotion-focused
complaints can be alleviated by a higher degree of perceived humanization of customer service agents for two
reasons. First, Bandura et al. (1975) suggested that the aggressiveness of complaints partly depends on how
humanized the recipient of the actions is perceived to be and that people prefer not to behave cruelly toward those
they perceive as more humanized because of human empathy. The presence of a customer service agent’s identity
cue tends to make a customer more conscious of the thoughts and emotions of the humanized agent, who is the
recipient of the customer’s action and, as a result, the customer behaves less aggressively.

Second, Derks et al. (2008) showed that the anonymous nature of the interaction is a key determinant of the
relative ease and frequency with which emotions are expressed in computer-mediated communication, and
individuals tend to be more overt and explicit in expressing negative emotions in the absence of visible others in
more anonymous interactions. Because identity cues create a less anonymous setting, customers would increase
negative appraisal (i.e., are more aware of and pay more attention to the potential negative consequences of their
emotional reactions); as a result, they behave less aggressively toward agents. For these two reasons, we believe that
the aggressiveness of emotion-focused complaints can be alleviated by a higher degree of perceived humanization of
customer service agents.

Since motivations can be mixed, a customer can be less aggressive towards more humanized agents—if an
emotion-focused motive dominates a goal-oriented one—or more aggressive—if a goal-oriented motive dominates
an emotion-focused one. In the latter case, humanization could have the side effect of hurting customer service



employees’ performance. As the literature suggests, customer service agents tend to respond to customers’
aggressive behaviors by failing customer service provisions in return (Grandey et al., 2004; Rafaeli et al., 2012;
Walker et al., 2017). For example, agents may respond to verbal aggression with aggressive language or simply
ignore customers’ requests. To examine potential unintended consequences of customers’ enhanced humanization
levels, we proposed the following competing hypotheses for empirical testing.

Hypothesis 2a: The presence of an identity cue increases a customer’s aggressiveness in a customer
service interaction.

Hypothesis 2b: The presence of an identity cue decreases a customer’s aggressiveness in a customer
service interaction.

4. A Quasi-Experiment
On March 16, 2018, the customer service agents of Southwest Airlines on Twitter began to include first
names in each response to a customer tweet. Prior to this date, each agent’s response was accompanied by a two-
letter code following the carat/hyphen symbol. Figure 2 illustrates the difference in agent responses before and after
the signature experiment.
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Note: The left conversation is an example of customer service complaints before the signature experiment. The right
conversation is an example after the signature experiment.

Figure 2. Sample Conversations Before and After the Signature Experiment

Figure 3 shows that the percentage of customer service agents using signatures switched from 0% to 100%
on March 16, 2018; hence, the change was abrupt. More importantly, we did not find any advanced notice or
discussion about the policy change on Southwest Airlines’ official website; in its SEC filings, discussion forums,
Twitter accounts; or in other news media. Therefore, the signature experiment was likely an exogenous shock, and
customers did not anticipate the change. Furthermore, a search of various sources did not reveal any evidence of any
events that co-occurred with the signature policy and could have affected customer service interactions. For
instance, based on posts from the career discussion forum of Southwest Airlines (n.d.), no training sessions were
provided for customer service representatives around the implementation of the signature experiment. In summary,
the signature experiment offered us a quasi-experimental setting to investigate the effect of customers’ perceived
humanization level on customer service encounters.




March 16, 2018
|

v

1.0

0.8

Ratio
0.4

—— With signature

0.0
1

T
Jan Mar May
Date

Figure 3. Daily Ratio of Agent Replies with A Signature
4.1. Data

The data consisted of all tweets received and posted by Southwest Airlines from February 16, 2018 to April
16,2018. We used Twitter metadata to reconstruct entire conversations, starting with an initial tweet by a customer.
To distinguish customer service-related conversations from other types of conversations, we defined customer
service-related conversations as those that started with an inquiry or a complaint about an airline’s service. Several
types of conversations did not fall into the customer service category. For example, some customers have initiated a
conversation with the airline to participate in a marketing event. Operationally, we hired an annotator to label 25,530
tweets and then trained a support vector machine (SVM) classifier using the labeled data. The performance of the
SVM classifier is reported in Table A2 of Appendix B. Next, we used the classifier to identify customer service-
related conversations in the data. We referred to these customer service-related conversations simply as
conversations.

4.2. Variables

Table 1 provides a summary of the key variables and definitions. We considered three dependent variables
in this study. To evaluate the hypothesis regarding the customer service outcomes (i.e., Hypothesis 1), we used
engagement and resolution as outcome measures. To measure a customer’s willingness to engage with an agent, we
set engagement to one if a customer had follow-up interactions after an agent’s first response to their initial tweet;
otherwise, we set it to zero. As it is difficult to determine a resolution without customers’ further engagement, we
defined a binary variable, resolution, as whether a resolution was reached at the end of the conversation, conditional
upon a customer’s further engagement. We hired another annotator to read through all of the conversations and
determine whether a resolution was reached. The labeling criteria are listed in Appendix A. To test the hypotheses
regarding customer verbal aggression (i.e., Hypothesis 2a and 2b), we used the Python package profanity-check to
construct aggressiveness, which captured customers’ attitudes toward agents in customer service encounters. The
higher the value, the more verbally aggressive the customer was.

The main source of endogeneity was a potential temporal shift in the quality of customer service provisions
or the composition of customer service requests during the sample period. Our first line of defense against this threat
to identification was to restrict the sample period to one month before and one month after the signature experiment.
Doing so inevitably reduced statistical power, but also reduced potential bias because any temporal shift in service
quality or service request composition should take some time.
Table 1. Conversation-level Summary Statistics
Variable

Outcome Measures

Definition

0.49 Binary variable indicating whether a customer interacts with an

) agent after the agent’s initial response

resolution 3258 | 0.52 0.50 Binary variable iqdicating whether a resolution is reached at
the end of a service encounter

Continuous variable measuring how aggressive a customer is

after an agent’s first response

engagement 8,214 | 0.40

aggressiveness 3,258 | 0.10 0.09

Circumstance




Continuous variable measuring a customer’s aggressiveness

initialAggressiveness 8,214 | 0.10 0.11 in the initiated tweet

Customer Characteristics

logFollowers 8,214 | 4.98 2.00 | Log-transformed number of followers a customer has

logFollowings 8,214 | 5.49 1.46 | Log-transformed number of followings a customer has

logUpdates 8,214 | 7.07 2.49 | Log-transformed number of tweets a customer has posted

aggreeableness 8,214 | 7.37 1.08 | Continuous variable measuring how agreeable a customer is

conscientiousness 8214 | -1.58 0.79 gontlnuous variable measuring how conscientious a customer

extraversion 8,214 | 4.09 1.17 | Continuous variable measuring how extrovert a customer is

neuroticism 8,214 | 1.59 0.91 | Continuous variable measuring how neurotic a customer is

openness 8,214 | -10.08 | 2.42 | Continuous variable measuring how open a customer is

Agent Reply Quality

responseTime 8214 | 2.32 114 Log-transformed number of minutes it takes for an agent to
respond to a customer

numReplies 8,214 | 1.34 0.69 | Number of an agent’s replies in a service encounter

avgWords 8214 | 26.75 | 9.20 Average number of words per agent reply in a service
encounter

DM 8214 | 022 0.41 Binary varllable indicating whether an agent mentions direct
message in the responses

hello 8214 | 0.15 0.36 Binary variable indicating whether an agent greets to a
customer

gratitude 8214 | 0.27 0.44 Binary va’rlable indicating whether an agent appreciates a
customer’s tweets

apology 8214 | 0.31 0.46 Binary variable indicating whether an agent apologizes to a
customer

hedges 8,214 | 0.22 0.42 | Binary variable indicating whether an agent shows uncertainty

please 8214 | 0.21 0.41 Blnaw variable indicating whether an agent mentions “please
in the responses

request 8214 | 0.01 0.09 Binary variable indicating whether the agent requests an action
from the customer

Other Control

googleTrend 8,214 | 87.73 | 6.72 | The google trend index at time of Southwest Airlines

offlinelncident 8214 | 0.07 0.26 Binary variable indicating whether there is any offline incident

at time for Southwest Airlines
Note: resolution and aggressiveness are constructed only for conversations with customers’ further engagement. Obs. Stands
for the number of observations. S.D. stands for standard deviation.

Our second line of defense was to control for a large number of conversation-level characteristics about the
customer and the agent. On the customer side, we controlled for the characteristics of customers and their service
inquiries. For every customer, we controlled for the number of followers, the number of followings, and the number
of updates. Following the literature (Gunarathne et al., 2017; Yarkoni, 2010), we derived customers’ Big Five
personality traits (i.e., agreeableness, conscientiousness, extraversion, neuroticism, and openness) based on the
Linguistic Inquiry and Word Count (LIWC) dictionary and customers’ historical tweets on their public Twitter
pages. We then extracted various features from customers’ service inquiries. First, we used the latent semantic
analysis (LSA) and the K-means clustering algorithm to group similar tweets into seven clusters, which was the
optimal number of clusters suggested by the silhouette score (Rousseeuw, 1987). This allowed us to alleviate
concerns regarding unobserved confounding factors associated with different types of customer service
circumstances. Details about the clustering method are reported in Appendix C. We constructed
initialAggressiveness as the proxy for customers’ aggressiveness at the beginning of the conversation, which might
affect the customer service interactions.

On the agent side, we controlled for responseTime, numReplies, and avgWords to capture the quality and
efficiency of agents’ interventions. We used a lexicon-based method to create DM, a binary variable that was equal
to one if an agent mentioned keywords that are used to request a private conversation with a customer, such as
“direct message”. Following Yeomans et al. (2019), we created a list of dummy variables to quantify the politeness
of agent replies, which could directly affect the effectiveness of a service interaction. For instance, apology indicated




whether an agent apologized to a customer in a reply and gratitude indicated whether an agent expressed
appreciation to a customer in a response.

Table 2 reports the balance checks of the conversation-level control variables before and after treatment.
The absolute standardized differences were all below the threshold of 0.1, thus suggesting the covariate balance
(Austin, 2009). Importantly, such a balance was naturally achieved without any matching, supporting the validity of
the quasi-experiment setting and alleviating the concern of imbalance due to unobserved confounding factors.

Table 2. Balance Check

. Pre-treatment Post-treatment .

Variable Std. Diff.
Mean S.D. Mean S.D.

initialAggressiveness 0.099 0.109 0.102 0.111 -0.027
logFollowers 4.998 1.979 4.967 2.016 0.016
logFollowings 5.517 1.446 5.468 1.468 0.034
logUpdates 7.120 2.466 7.028 2.51 0.037
agreeableness 7.397 1.077 7.345 1.089 0.048
conscientiousness -1.574 0.768 -1.582 0.801 0.010
extraversion 4114 1.162 4.071 1.185 0.037
neuroticism 1.585 0.908 1.596 0.920 -0.012
openness -10.11 2.407 -10.06 2.436 -0.021
responseTime 2.309 1.146 2.327 1.142 -0.016
numReplies 1.316 0.628 1.367 0.735 -0.075
avgWords 26.65 9.360 26.83 9.074 -0.020
DM 0.217 0.412 0.220 0.414 -0.007
hello 0.272 0.445 0.271 0.445 0.002
gratitude 0.143 0.350 0.157 0.364 -0.039
apology 0.315 0.465 0.307 0.461 0.017
hedges 0.211 0.408 0.231 0.422 -0.048
please 0.201 0.401 0.211 0.408 -0.025
request 0.009 0.093 0.008 0.088 0.011
Note: This table reports the before-after difference in means of the key covariates in the analyses. S.D. stands for standard
deviation. Std. Diff. stands for standardized difference. Austin (2009) suggested that an absolute standardized difference of 0.10
or more indicates that covariates are imbalanced between groups.

5. One-Group Before-And-After Analysis

To test the impact of the humanization level change, we started with the standard one-group before-and-
after design following Claussen et al. (2013). We estimated the following linear probability model for dichotomous
outcome measures (i.e., engagement and resolution) and ordinary least squares for the continuous outcome measure
(i.e., aggressiveness) at the conversational level indexed by i:

Yi= Bo+ Pysignature; + ,Xi + B3Z: + B HourofDay: + BsDayofWeek: + s TimeTrend; + &;,

The main variable of interest is signature, whose coefficient 5; captures the effect of enhanced
humanization. We controlled for conversation-specific characteristics, X;, which includes the circumstance,
customers’ characteristics, and agents’ service quality. We also controlled for time-varying airline characteristics, Zi,
which includes the Google Trend index and the number of offline incidents at time ¢. We included the linear time
trend, day-of-week fixed effects, and hour-of-day fixed effects to account for seasonality.

5.1. Baseline Results

Table 3 reports the regression results with four different estimation windows around the event date. The
rationale for using different estimation windows is to alleviate the endogeneity concerns of unobserved confounding
events or temporal shifts in unobserved confounding factors during the sample period. Shortening the estimation
window alleviates such a concern at the expense of reduced statistical power.

Columns 1, 4, 7, and 10 show the estimation results when the dependent variable is a customer’s
willingness to engage. The coefficient of signature is positive and statistically significant, suggesting that including
agents’ signatures in the response increases customers’ probability of engaging with agents. Columns 2, 5, 8, and 11
show the results when the dependent variable is resolution. Regardless of the difference in estimation windows, the



coefficient of signature is positive and significant, indicating that enhanced humanization increases the likelihood of
reaching a resolution. Therefore, Hypothesis 1 is supported.
Columns 3, 6, 9, and 12 show the results regarding customers’ attitudes change towards agents. Most
coefficients of signature remain insignificant; hence, neither Hypothesis 2a nor 2b is supported. The observed null
effect is probably due to the mixing of customers’ goal-oriented and emotion-focused motives, which affect
customers’ aggressiveness in opposite directions. Although we could not infer the exact composition of competing
motives, the null effect at least suggests that the benefits of enhanced humanization do not come at the expense of an

overall increased cost on customer service agents in the form of elevated customer verbal aggression.
Table 3. Baseline Results

% 1 month * 3 weeks
engagement resolution | aggressiveness | engagement | resolution | aggressiveness
(1) 2) ®3) 4) ®) (6)
sianature 0.0842*** 0.0695** -0.0093* 0.1177*** 0.0822* -0.0083
g (0.0216) (0.0352) (0.0050) (0.0254) (0.0425) (0.0058)
Controls Y Y Y Y Y Y
Time Trend Y Y Y Y Y Y
Seasonality FE Y Y Y Y Y Y
Observations 8214 3258 3258 5771 2249 2249
R? 0.06 0.14 0.07 0.07 0.15 0.09
* 2 weeks * 1 week
engagement resolution | aggressiveness | engagement | resolution | aggressiveness
() (8) 9) (10) (11) (12)
sianature 0.2256™** 0.2082*** 0.0074 0.2262*** 0.2810** -0.0092
9 (0.0378) (0.0686) (0.0082) (0.0632) (0.1071) (0.0123)
Controls Y Y Y Y Y Y
Time Trend Y Y Y Y Y Y
Seasonality FE Y Y Y Y Y Y
Observations 3885 1518 1518 2010 744 744
R? 0.08 0.16 0.10 0.10 0.19 0.12
Note: *** p < 0.01 **p < 0.5 *p < 0.1. Robust standard errors in parentheses. This table reports one-group before-and-after
regression results with different estimation windows using conversations from Southwest Airlines on Twitter. Engagement is a
binary variable indicating whether a customer is willing to engage with an agent. Resolution is a binary variable indicating
whether a resolution is reached at the end of the interaction. Aggressiveness is a continuous variable measuring a customer’s
attitude toward agents. For resolution and aggressiveness, we include only conversations with customers’ further engagement in
the sample.

6. Robustness Checks

Although intuitive, the one-group before-and-after research design may suffer from endogeneity issues due
to time-varying confounding factors that are not systematically modeled. We alleviated such concerns with a series
of falsification tests and robustness checks.

6.1. Falsification Tests with Pseudo Treatments

Besides varying the window size, another way to alleviate the concern of unobserved confounding events is
to conduct falsification tests with pseudo treatments. First, we assumed two pseudo treatments: one was on March 1,
2018, two weeks before the event date, and the other was on March 8, 2018, one week before the event date (see
Figure A2 of Appendix D for an illustration). If the identified effects were largely due to some unobserved
performance-improvement initiatives before the event date, then, by assuming a pseudo treatment before the actual
policy change, our econometric model would falsely detect similar effects as the baseline analysis. We estimated the
regression model with those pseudo treatments and reported the results in Table A4 of Appendix D. From the
insignificant coefficient estimates of signature in both tests, we concluded that there was no evidence that our main
findings were driven by unobserved events before the signature experiment. Second, we considered a potential
confounding factor that was right at or very close to the time of the signature experiment. If our findings were driven
by unobserved seasonality specific to Southwest Airlines (e.g., an annual event by the airline around the time of the
signature experiment), then we should falsely detect the humanization effect for Southwest Airlines on March 16,
2017 (i.e., exactly one year before the signature experiment). To implement this idea, we assumed a pseudo



treatment on March 16, 2017 and conducted a falsification test using customer service-related conversations from
Southwest Airlines in 2017. Table A5 of Appendix D shows the estimation results. Again, we did not find any
significant effects on any of the outcome variables, which largely ruled out the possibility that our main results were
due to unobserved seasonality at the time of the signature experiment.

6.2. Entropy Balancing and Coarsened Exact Matching

The one-group before-and-after design requires that the treated and control groups are comparable over
time in the absence of treatment (Meyer, 1995). Although the balance check (see Table 2) indicated the
comparability of the treated and control groups, we further balanced the sample using two matching methods and
checked the robustness of our findings. One method was Entropy Balancing (EB), which relies on a maximum
entropy reweighting scheme to produce a more balanced sample (Hainmueller, 2012). The other method was the
coarsened exact matching (CEM), which coarsens the observed variables (i.e., the circumstance, customers’
characteristics, and agent reply quality) before applying the exact matching on the coarsened data to determine the
matches (Iacus et al., 2012).> The estimation results using both methods, which are consistent with the baseline
results, are reported in Table A6 of Appendix D.

6.3. Synthetic Control

A standard approach in the literature for alleviating the concerns of unobserved time-varying confounding
factors is to employ a difference-in-differences (DID) strategy. However, the critical parallel trend assumption for
this approach was not supported for other major airlines (see Table A10 in Appendix E for a demonstration). An
increasingly popular solution for overcoming a lack of natural control is to construct a synthetic control from the so-
called donor pool of candidate controls (Abadie et al., 2010; Abadie & Gardeazabal, 2003; Athey et al., 2021; Xu,
2017). We adopted this synthetic control method to further test the hypotheses.

To this end, we considered customer service-related conversations from American Airlines, Delta Airlines,
JetBlue Airlines, and United Airlines as potential control units. We included these airlines in the donor pool because
each of them had either similar offline operations or a similar online presence to Southwest Airlines (see Table A9
of Appendix E), and none of these airlines initiated the signature policy during our sample period. We obtain all
tweets received and posted by these airlines and determined the resolution of their service encounters using a
supervised classifier trained with labeled data from Southwest Airlines. The performance of the classifier is reported
in Table A3 of Appendix B. Since the synthetic control method required a panel setting, we constructed an airline-
day panel by aggregating the conversation-level data at the daily level for each airline. Specifically, engagements:
measured the ratio of conversations with customers’ further engagements for airline f'at day ¢, resolutiony; captured
the ratio of conversations with a resolution for airline f'at day ¢, and aggressivenessy: indicated the average of
customers’ aggression toward airline f'at day . The control variables were similarly aggregated.

The criterion for evaluating the quality of the synthetic control was how well the treated unit matched the
synthetic control in the pre-treatment periods (Abadie et al., 2010, 2015). As seen in Row 5 of Table A10, there
were insignificant differences in the dependent variables between the treated and synthetic control before the
treatment, suggesting a high quality of the synthetic control.

Table A7 of Appendix D reports the estimation results. As shown in Column 1, the positive and significant
coefficient of signatures: suggests that a higher proportion of customers are willing to interact with service agents
after the launch of the signature experiment. Similarly, the significantly positive coefficient of signatures: in Column
2 implies that a higher percentage of conversations reach a resolution after the launch of the signature experiment.
Consistent with our baseline results, the insignificant coefficient of signatures: in Column 3 shows that there is no
evidence of increased (or decreased) verbal aggression by customers after the policy change. In summary, despite
different units of analysis, the findings derived from the synthetic control method are consistent with the one-group
before-and-after analysis.

6.4. Two-Way Matching

Since synthetic control was constructed at the aggregate level, conversation-level characteristics such as
customer characteristics and agent response quality may not be fully accounted for. Therefore, we proposed a two-
way matching method at the conversation level. We denoted the vector of the observed covariates and the outcome
for a conversation relating to the treated airline (i.e., Southwest Airlines) before the treatment using X and Y,
respectively. The observable covariates for X included circumstance (initialAggressiveness and content cluster),
customer characteristics (logFollowers, logFollowings, and logUpdates), and agent response quality (responseTime,

* To avoid the curse of dimensionality, we followed Broockman (2013) by selecting the following important covariates for the CEM procedure:
content cluster, logFollowers, DM, hello, gratitude, apology, hedges, please, and request. We also conducted several robustness checks with
different sets of covariates and the results remained qualitatively the same. The results are available upon request.



numReplies, avgWords, DM, hello, gratitude, apology, hedges, please, and request). For a conversation related to
the treated airline after the treatment, we denoted the vector of observed covariates and the outcome using X;; and
Y, respectively. In a similar fashion, we used the notations Xco, Yco, Xe1, and Ye; for conversations selected before
and after the date of the signature policy from the donor pool.

Pre-treatment Post-treatment
Treated Ko, Yeo) — (Xt1, Y1)
Control X0, Yeo) X1, Yer)

Figure 4. Two-way Matching Procedure

The proposed two-way matching method is illustrated in Figure 4. First, for each (Xuw, Yw), we used the
Mabhalanobis distance and one-to-one matching to identify a matched conversation related to a control airline in the
pre-treatment period, (Xco, Ye0). To ensure matching quality, we only kept the matched pairs whose distance between
X and Xco was within a specified caliper. For instance, if the caliper was equal to three, the matched pairs whose
distance is more than three times the standard deviation of all distances among the matched pairs will be dropped.
The difference in outcomes for the treated group (i.e., Southwest Airlines) and the control group before the signature
experiment, AYo = Y — Yo, was then calculated. Similarly, by matching conversations in the post-treatment period,
we obtained AY; = Yu — Yei. Next, we match each (Xw, AYy) with a (X, AY:) based on the Mahalanobis distance
between Xy and Xi;. For each matched tuple (Xu, Xi1, AYo, AY:), we calculated the treatment effect as AY; — AYy. A t-
test was then conducted to check if the treatment effect was significantly different from zero.

Table A8 of Appendix D reports the results. Following previous studies (Aral et al., 2009; Goes et al.,
2014), we employed two calipers in one-to-one matching. Take the first set of results (i.e., caliper = 3), for example.
In Column 1, the significantly positive coefficient of signature suggests that, upon receiving a response, a customer
is more willing to engage with a customer service agent perceived as more humanized. In Column 2, the
significantly positive coefficient of signature suggests that a customer is more likely to reach a resolution with a
customer service agent perceived as more humanized. Moreover, the insignificant coefficient of signature in
Column 3, when the dependent variable is aggressiveness, again suggests the lack of evidence that enhanced
humanization increases (or decreases) customer verbal aggression. In summary, the results from the proposed two-
way matching analysis reinforce our results from the one-group before-and-after analysis and the synthetic control
analysis.

7. Mechanism Tests

This section explores the mechanisms behind the effect of identity cues on service outcomes (i.e.,
Hypotheses 1 and 2).

7.1. Mechanism Test on Empathy and Trust

7.1.1. Experimental Design and Manipulation Check. To explore the mechanism underlying the
effects of identity cues on customer engagement and satisfaction (i.e., Hypothesis 1), we conducted a between-
subjects randomized experiment on AMT. We adopted a factorial design consisting of two factors: 1) whether an
agent’s response was specific or generic and 2) whether a signature was included at the end of a reply. For the first
factor, we designed two levels of agent responses (i.e., specific reply and generic reply) based on real-world
customer service conversations on Twitter. We showed each respondent two service encounters initiated by two
types of common requests (i.e., flight delay and lost baggage). Table A12 in Appendix F shows four examples of
conversations that differ from each other in terms of service requests and reply styles. The second factor consisted of
two levels: a service response that was followed by a two-letter code (e.g., -MR and -RR) and one that was followed
by a first name (e.g., -Michael and -Rachel).

To evaluate how participants perceived these two factors, we conducted a manipulation check via a pilot
experiment on AMT. Specifically, we surveyed 200 respondents and randomly assigned them to one of four
experimental conditions: (1) generic replies with two-letter codes, (2) generic replies with signatures, (3) specific
replies with two-letter codes, and (4) specific replies with signatures. In each condition, respondents were presented
with two customer service-related conversations, one about a flight delay and the other about a baggage delay. After
presenting a conversation, we asked the respondents to answer the following question on a five-point Likert scale (1
= strongly disagree to 5 = strongly agree): “Do you agree that the agent’s responses are generic because they are
template-like?” After presenting both conversations, we asked respondents in the two-letter code condition the



following question: “Have you noticed the two-letter codes (e.g., -RR, -MR) at the end of agent responses?” We
asked respondents in the signature condition the following question: “Have you noticed the signatures (e.g., -Rachel,
-Michael) at the end of agent responses?” These three questions were raised in separate pages of an online survey.
Respondents were not allowed to return to previous pages.

The top two panels of Figure 5 display the results of a two-sample t-test of customers’ perceptions of the
agents’ reply type (i.e., specific vs. generic). Regardless of the differences in the service encounter contexts,
customers consistently perceived generic replies as more generic, suggesting the successful manipulation of the
reply type. The bottom panel of Figure 5 shows the number of respondents who did and who did not notice the two-
letter codes and the signatures. In total, 91 of the 100 respondents assigned to the two-letter code condition noticed
the codes, and 90 of the 100 respondents assigned to the signature condition noticed the signature, validating their
attention to the two-letter codes and signatures.
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Figure 5. Manipulation Check

7.1.2. Experimental Procedure. We recruited 600 AMT workers who owned Twitter accounts and
randomly assigned them to one of four experimental conditions. At the beginning of the experiment, we randomly
asked 400 respondents the following question, “Do you think social media customer service agents are human
agents or algorithm-enabled agents?” Participants who viewed the question were asked to report their prior beliefs
about agent identity on a five-point Likert scale (i.e., “Extremely likely to be human agents,” “Likely to be human
agents,” “Either human agents or algorithm-enabled agents,” “Likely to be algorithm-enabled agents,” and
“Extremely likely to be algorithm-enabled agents”). A customer’s prior belief about an agent’s human identity is a
critical moderator in our study because identity cues work by enhancing the customer’s perceived humanization
level, and such an enhancement clearly depends on the customer’s prior belief. For instance, compared to customers
who firmly believe in the human identity of agents, suspicious customers could be more susceptible to the signature
policy. We excluded this question from a randomly selected portion of respondents (i.e., 200 participants) so that we
could investigate whether raising this identity question changed participants’ awareness and diverted their responses.
A statistically significant difference in the responses between customers with and without exposure to the identity
question may cast doubt on the validity of further analyses.

The experiment consisted of several steps. First, all participants provided their demographic information.
Then, two-thirds were randomly chosen to report their perceptions of service agents’ identities. After that, we
displayed the first part of the two service encounters (i.e., the initial customer request and the agent’s first reply) and
asked about the respondents’ willingness to engage based on the agent’s first response if they were the focal
customer. Finally, we presented respondents with the complete conversation and asked them to evaluate the agent’s
humanization level, the perceived level of trust and empathy based on agent responses, and their overall satisfaction




with the service encounter. We randomized the order of the service encounters to avoid any order effect and
measured humanization, trust, empathy, and satisfaction on a five-point Likert scale using measurement items
adapted from previous studies (Barger & Grandey, 2006; Coulter & Coulter, 2002; Einwiller, 2003; Fang et al.,
2014; Garbarino & Lee, 2003; Jarvenpaa et al., 2000; Yoo & Alavi, 2001). Table A1l in Appendix F provides the
full list of measurement items.

7.1.3. Results. After collecting the survey responses, we assessed the potential effect of the identity question
using a two-sample t-test. The results failed to reject the null hypothesis that the exposure to the identity question
affects respondents’ evaluation of the humanization level (diff. = -0.07, SD = 0.07, p > 0.10), the engagement level
(diff. =-0.01, SD = 0.08, p > 0.10), and satisfaction level (diff. = 0.02, SD = 0.10, p > 0.10). The similar responses
between the two groups of participants corroborated the validity of the experimental design, implying that the
collection of customers’ prior beliefs about agents’ identities does not alter participants’ behaviors in survey
responses. This laid the foundation for the follow-up test regarding customers’ prior beliefs as a moderator of the
effect of the signature policy.

For the rest of the analyses, we focused on the 400 respondents who were exposed to the identity question.
The top left panel of Figure 6 displays the distribution of respondents’ prior beliefs about agents’ identities. As
shown, 38% of the 400 respondents were either uncertain about the agent’s identity or confident that the agent was
algorithm-enabled. The balance check results reported in Table 4 suggest that there was no significant difference
between treatment conditions in terms of demographic attributes, such as age, gender, and education.
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Table 4. Balance Check on Demographics

Specific vs. Generic Signature vs. Two-letter Code

Specific Generic Diff. Signature Two-letter Code Diff.

Age 2.95 2.93 0.02 2.92 2.96 -0.04
9 (0.06) (0.05) (0.09) (0.06) (0.07) (0.09)
1.46 1.49 -0.03 1.51 1.44 0.07
Gender (0.04) (0.04) (0.05) (0.04) (0.04) (0.05)
Education 3.15 3.1 0.04 3.12 3.13 -0.01
(0.06) (0.06) (0.09) (0.06) (0.06) (0.09)

Note: Standard errors are reported in the parentheses. The number of observations for each treated and control group is 200.

To explore whether the inclusion of signatures could update customers’ perceptions, we examined the
effect of signatures conditional on customers’ prior beliefs about service agents’ identities. We then conducted two-
sample t-tests to examine the effect of agent signature conditional on individuals’ prior beliefs. The estimation
results reported in Row 1 of Table 5 suggest that there was barely any effect on customers who firmly believed in
the agent’s human identity. In contrast, for customers who were uncertain or suspicious about the agent’s human
identity (Row 4 of Table 5), we observed significant treatment effects. Specifically, customers perceived agents who
included signatures in their replies as more humanized, and they became more willing to engage with agents and
reached higher levels of satisfaction. Figure 6 visually demonstrates the positive treatment effects of signatures on
customers who were suspicious about agents’ human identity. In other words, the observed effect of agent signatures
worked by updating the perceptions of customers who were either uncertain or suspicious about the human identity
of agents. Since a generic response is more likely to be perceived as coming from non-human agents than a specific
response, we further decomposed the effect of agent signatures by reply styles. As shown in Rows 5 and 6 of Table
5, despite having the same direction for all outcome measures, the treatment effects were significantly stronger when

the agent’s reply style was

Table 5. Effects of A

generic.
gent Signature Conditional on Customers’ Prior Beliefs of Agents’ Identity

Prior Reply ob Humanization Engagement Satisfaction
. S.

Belief style Treated | Control | Diff. | Treated | Control | Diff. | Treated | Control | Diff.
3.35 345 | -0.10 | 3.96 3.93 0.03 3.41 367 | 0.26*
(1) | Human Both 1 2471 0'07) | (0.07) | (010) | (0.08) | 008) | ©12) | (0.11) | 009) | (0.14)
@ | Human | Generic | 116 | 313 329 | -0.16 | 375 376 | -0.01 3.14 349 | -0.35
0.12) | (0.12) | (0.17) | (0.12) | (0.14) | (0.19) | (0.16) | (0.16) | (0.23)
@ | Human | specific | 131 | 357 357 | 0004 | 4.8 4.07 0.12 3.68 380 | -0.12
P (0.08) | (0.08) | (0.11) | (0.10) | (0.10) | (0.14) | (0.13) | (0.11) | (0.16)

Uncertain
“ or Both | 153 | 345 2.84 | 0.61%* | 3.83 3.08 | 0.75%* | 3.50 2.57 | 0.93%
algorithm- 0.07) | (0.11) | (0.14) | (0.09) | (0.09) | (0.13) | (0.09) | (0.13) | (0.16)

enabled




Uncertain
(5) or Generic 84 3.42 2.48 0.94*** 3.68 2.81 0.87*** 3.51 2.09 1.43***
algorithm- (0.10) (0.15) (0.19) (0.14) (0.13) (0.19) (0.13) (0.15) (0.21)
enabled
Uncertain
6) or Specific 69 3.48 3.38 0.10 3.97 3.47 0.50*** 3.48 3.28 0.20
algorithm- (0.10) (0.13) (0.16) (0.10) (0.10) (0.14) (0.12) (0.17) (0.20)
enabled

Note: * p<0.10 ** p<0.05, *** p<0.01. Standard errors are reported in the parentheses. Obs. Stands for the number of
observations. The treated group corresponds to respondents who receive agent replies with a signature and the control group
corresponds to two-letter codes.
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Note: The x-axis of the top left panel shows the distribution of customers’ prior beliefs of agent identity before the experiment: 1
corresponds to “Extremely likely to be human agents,” 2 corresponds to “Likely to be human agents,” 3 corresponds to “Either
human agents or algorithm-enabled agents,” 4 corresponds to “Likely to be algorithm-enabled agents,” and 5 corresponds to
“Extremely likely to be algorithm-enabled agents”. The rest plots show the treatment effects of the signature experiment on
participants who were either uncertain or suspicious about the human identity of agents. The error bars of the estimates for
treatment effects indicate the 95% confidence intervals.

Figure 6. Effects of Agent Signature When Customers are Uncertain or Suspicious about

Agents’ Human Identity

7.1.4. Causal Mediation Analysis. To empirically test the mechanisms (i.e., trust and empathy)
underlying the effect of agent signature on engagement and satisfaction, we followed Li et al. (2022) by conducting
a causal mediation analysis. We estimated the following equations and decomposed the effect of agent signatures
into two effects—the natural direct effect (NDE) and the natural indirect effect (NIE):
M=o+ w*T + &

Y =Bo + Br*T + B2*M + B3*T*M + &2
where M is the mediator, T is the treatment variable, and Y is the outcome variable. NDE measured how much the
outcome would change on average if the treatment condition would change from two-letter codes to agent
signatures, but the values for the mediator remain fixed at the level when the treatment condition is a two-letter code
(i.e., E[]M | T = 0]). NIE measured how much the outcome would change on average if the treatment condition were
agent signatures, but the mediator is changed from the level it would have with two-letter codes (i.e., E[M | T =0])
to the level it would have with agent signatures (i.e., E[M | T = 1]).

We used the paramed package in STATA to compute NDE, NIE, and the corresponding confidence
intervals. Table 6 reports the estimation results, and Tables A13 and A 14 of Appendix G report the corresponding
regression results. As the first row of Table 6 shows, the estimated NDE is 0.30 and statistically significant at the
95% level (the bootstrapped 95% confidence interval lies above 0), and the estimated NIE is 0.45 and statistically
significant. The evidence suggests that the inclusion of agent signatures increased customers’ willingness to engage




by enhancing their trust in the agent. In other words, trust mediated the effect of agent signatures on customer
engagement. Moreover, the mediation effect of trust is a complimentary mediation because direct and indirect
effects are both significantly positive (Zhao et al., 2010).

Similarly, the results in the second row of Table 6 suggest that empathy mediated the effect of signatures
on engagement in a complementary way. Besides these single-mediator analyses, we conducted a multiple
mediation analysis by jointly considering trust and empathy as mediators. As shown in Row 3 of Table 6, direct and
indirect effects both remain positive and significant, suggesting that trust and empathy together mediated the effect
of agent signatures on customer engagement. In other words, the inclusion of agent signatures increased customer
engagement by improving customers’ perceived levels of trust and empathy from the agent. In a similar vein, the
last three rows of Table 6 report the results of causal mediation analyses when the outcome is customer satisfaction
and indicate that trust and empathy together mediated the effect of agent signatures on customer satisfaction.

Table 6. Causal Mediation Analysis

Dependent Variable Mediator Direct Effect Indirect Effect
Engagement Trust 0.30 042
9ag [0.01, 0.59] [0.26, 0.65]
0.44 0.32
Engagement Empathy [0.15, 0.72] [0.15, 0.49]
0.44 0.29
Engagement Trust + Empathy [0.11, 0.77] [0.09, 0.50]
. . 0.40 0.53
Satisfaction Trust [0.13, 0.67] [0.35, 0.70]
. . 0.53 0.40
Satisfaction Empathy [0.28, 0.79] [0.24, 0.56]
. . 0.63 0.30
Satisfaction Trust + Empathy [0.36, 0.90] [0.10, 0.49]
Note: The 95% confidence intervals are reported in the brackets. All confidence intervals are bootstrapped with bias correction.

Additionally, we conducted a sensitivity analysis using the mediation package in STATA to examine how
robust the detected mediation effect was to unobserved confounding factors that could affect the outcome and the
mediator (Hicks & Tingley, 2011). Figure A3 of Appendix G reports the results of the sensitivity analysis. The
sensitivity parameter is the correlation between the residual terms of the mediator and the outcome model (i.e., &;
and &,), which would not be zero if there are unobserved confounders (Imai et al., 2010). We can see that the
sensitivity parameter needs to be large enough for the detected mediation effects to be zero. Take the top-left panel
of Figure A3, for example. For the average mediation effect to disappear or change its sign, the sensitivity parameter
must be greater than 0.40.

7.2. Mechanism Test on Expressiveness

Since neither Hypothesis 2a nor Hypothesis 2b was supported, we explored potential explanations for the
null effect of humanization on customers’ aggressiveness. It is challenging, if possible at all, to test the underlying
mechanism through a controlled experiment because verbal aggression is a much more subjective and personal
experience than the other outcome variables (i.e., engagement and resolution). Hence, we again resorted to the
observational data from Southwest’s signature experiment.

We implemented the mechanism test by distinguishing expressive from non-expressive customers,
corresponding to the emotional-focused and goal-oriented customers in Hypothesis 2a and 2b (Kowalski, 1996). To
this end, we used a customer’s initial tweet to construct a binary variable expressive which was set to one if the
customer was purely venting without mentioning any remedy.* As it is unlikely to fully infer customers’ underlying
motivations based on textual information, tweets that were not identified as expressive may be either primarily goal-
oriented or had mixed motivations. Table 7 reports the results with different estimation windows.

Table 7. Heterogeneous Effect of Humanization on Aggressiveness

aggressiveness

4 We used the term “expressive” to be consistent with the literature convention, which refers to emotion-focused complaints as expressive and
goal-oriented complaints as instrumental (Kowalski, 1996). Regarding implementation, we built an SVM classifier based on a labeled data set
(i.e., 1700 tweets with labels indicating whether they were expressive). The precision, recall, and F1 score of this classifier on the test set are
0.76, 0.85, and 0.80, respectively. We conducted two sets of analyses to alleviate concern about measurement errors. First, we generated the
expressive measure using another classification model: the multinomial logit model (MLC). The estimation results remained consistent. Second,
we considered the expressive measures constructed by SVM and MLC as replicate measures of consumer expressiveness and then applied
SIMEX to estimate the regression model. The results remained qualitatively the same (Carroll & Stefanski, 1990; Cook & Stefanski, 1994).



* 1 month * 3 weeks * 2 weeks *1 week
(1) (2) 3) (4)
signature -0.0042 -0.0010 0.0198** -0.0020
g (0.0055) (0.0065) (0.0096) (0.0124)
. 0.0195*** 0.0221*** 0.0269*** 0.0248***
expressive (0.0046) (0.0054) (0.0069) (0.0080)
sianature X expressive -0.0109* -0.0157** -0.0244*** -0.0163*
9 P (0.0060) (0.0071) (0.0090) (0.0092)
Controls Y Y Y Y
Time Trend Y Y Y Y
Seasonality FE Y Y Y Y
Treatment Effect for the Expressive -0.0151** -0.0166™** -0.0046 -0.0183
Type (0.0062) (0.0071) (0.0090) (0.0134)
Observations 3258 2249 1518 744
R? 0.08 0.10 0.11 0.13

Note: *** p < 0.01 **p < 0.5 * p < 0.1. Robust standard errors in parentheses. Aggressiveness is a continuous variable
measuring a customer’s attitude toward agents. For aggressiveness, we include only conversations with customers’ further
engagement in the sample.

We are interested in the coefficient of the interaction term between signature and expressive. The
coefficient estimates are negative and significant in all four estimations, implying that the treatment effect of
humanization on aggressiveness indeed depends on the complaint type. Compared with customers who are primarily
goal-oriented or have mixed motivations, those who are purely emotion-focused are more likely to act less
aggressively toward more humanized agents. The estimated treatment effect for the expressive type supports our
theoretical arguments that verbal aggression of emotionally charged customers can be alleviated by an enhanced
level of humanization. Take Column 1, for example. The aggressiveness for the expressive type reduces by 0.0109
compared to the non-expressive type and the average treatment effect for the expressive type is -0.0151 and
statistically significant (p < 0.05).

8. Conclusion

Despite the growing popularity and many advantages of text-based customer service, customers may
develop the perception that they are communicating with a dehumanized subject (Mesch & Beker, 2010; Oh et al.,
2018) which may affect the effectiveness of service provisions. We hypothesized and validated through a quasi-
experiment on Twitter, that with the inclusion of identity cues, customers are more willing to engage, and upon
engagement, more likely to reach a resolution. Furthermore, we found no evidence of an overall increase in
customer verbal aggression towards more humanized agents, despite the theoretical prediction that this could
happen. These findings remained consistent in a series of robustness checks and falsification tests. We also
conducted a randomized experiment, the findings of which suggested that the observed positive effect of identity
cues was driven by customers who were ex ante uncertain or suspicious about the human identity of agents.
Moreover, we found supporting evidence for the mechanisms underlying Hypothesis 1 via the randomized
experiment and the mechanism underlying Hypothesis 2a and 2b via the quasi-experiment on Twitter.

8.1. Contribution to the Literature

Our study contributes to the IS and marketing literature by investigating whether a customer service agent’s
identity cue affects customer service interaction; this is an important and timely question given the rise of social
media customer service and the current age of advanced algorithms. Unlike traditional customer service centers, a
lack of social presence while delivering customer service via text may confuse customers about the human identity
of agents, as evidenced by Twitter’s efforts to help brands convince customers that they are talking to human agents
rather than bots (Perez, 2017), and by the fact that around 38% of the participants in our randomized experiment
questioned the human identity of social media customer service agents. Therefore, it is both natural and urgent to
understand whether the absence or presence of identity cues has implications for the effectiveness of customer
service delivery. To the best of our knowledge, the literature concerning social presence and customer service has
only focused on virtual customer service agents whose robotic identity is known to customers. Therefore, our study
significantly extends the current literature and connects social presence theory with the burgeoning practice of
delivering customer service on social media.

In addition, our study contributes theoretically to the literature on social presence from three perspectives.
First, through a randomized experiment, we empirically validated the moderating effect of customers’ prior beliefs




by demonstrating that customers who are ex ante doubtful about agents’ human identities are more susceptible to the
effect of identity cues, suggesting that the power of identity cues works by updating customers’ prior beliefs about
the human identities of agents. This insight highlights the importance of accounting for individual belief
heterogeneity in social presence theory. Second, the current study deepened our theoretical understanding of social
presence by revealing two fundamental mechanisms driving its effect, at least in the context of customer service.
Specifically, we demonstrated that introducing identity cues increased customers’ willingness to engage and overall
satisfaction by enhancing the level of trust and empathy they perceived in customer service agents. Third, our
theorization of the effect of identity cues on customer attitude (i.e., aggressiveness) is new to the literature. The
empirical evidence on the moderating effect of whether a complaining customer is goal-oriented or emotion-focused
supported the validity of our theorization.

8.2. Contribution to Practice

Our paper also provides several important insights for practitioners. First, the specific empirical setting of
the present study suggests that a simple policy change of including agent signatures in service responses can go a
long way toward creating more engaging and satisfying interactions. Meanwhile, such a policy does not appear to
have the unintended consequence of increasing customer verbal aggression. Given the ease of implementing such a
policy, we encourage all firms to consider adopting this strategy when they deliver customer service through text. It
should be noted that such a cost-effective strategy is not obvious without a rigorous empirical study. Indeed, few
firms have implemented such a strategy on Twitter to date. As of May 2022, four years after Southwest Airlines’
signature policy, only 12 of the 35 airlines® we checked had adopted the signature policy.

Second, our study highlights the importance of customers’ perceptions and their inherent preferences for
human agents in text-based customer service. The randomized experiment suggests that a significant portion of
customers nowadays suspect agents’ algorithm-enabled identities, which might have resulted from the recent trend
of automating customer service (e.g., chatbots). The observed effect of identity cues works by updating customers’
perceived humanization levels, which demonstrates the value of humanization or, equivalently, bias against
machines. Since customers tend to have an inherent need to engage with a human agent when reaching out for help,
our findings offer a cautionary tale that firms should resist the temptation to remove humans from the provision of
customer service, especially in the current age of Al Instead of replacing humans with algorithms for the delivery of
customer service, we recommend a human-Al collaboration strategy where Al completes peripheral tasks and
supports human experts in their handling of the main tasks (Berente et al., 2021; Jain et al., 2021; Rai et al., 2019).
For example, human customer service agents can focus on incorporating their human touch and algorithm-enabled
analytics into algorithm-drafted responses to complaining customers, thereby striking the right balance between
efficiency and effectiveness.

Finally, the results from our mechanism tests suggest that as long as an identity cue can enhance the
perceived level of trust and empathy, especially for customers who are uncertain about the human identity of
customer service agents, such a cue can lead to more effective customer service. Therefore, firms can go beyond the
inclusion of a first name by, for example, including a portrait of an agent in their response. Such a visual identity cue
could provide an even stronger signal of humanization and potentially drive even better customer service
interactions.

8.3. Limitations and Future Research

Our work has several limitations that are worth noting and offer opportunities for future research. First, the
observational study was based on data from the U.S. airline industry. Future works could examine the external
validity of our findings using data from other industries or other countries. Second, one of the outcome measures,
resolution, was based on a third-party evaluation of customer service interactions. Such a measure has value in
capturing a bystander’s perception of service provisions; however, a more direct measure would be customer-based
satisfaction scores. Although the randomized experiment alleviates this concern in our study, future studies may
consider extending our research by obtaining customer satisfaction scores in a field study. Third, data limitations
and identification challenges preclude us from investigating the long-term effects of identity cues on the
effectiveness of customer service delivery on social media. It would be interesting to explore such a question when
data is available. Finally, future works could consider alternative formats of identity cues and their heterogeneous
impacts.

3 Within the following list of major international airlines, airlines with the signature policy are highlighted in bold: AirAsia, airBaltic, Air France,
Alaska Airlines, Alitalia, American Air, British Airways, Cathay Pacific, Delta, Deutsche Lufthansa, easyJet, Emirates, Frontier Airlines,
Garuda Indonesia, Gulf Air, Iceland Air, JetBlue, Jetstar Airways, Kenya Airways, KLM, Korean Air, Lufthansa USA, Malaysia Airlines,
Philippine Airlines, Qatar Airways, SAS - Scandinavian Airlines, South African Airways, Southwest Airlines, Spirit Airlines, Swiss Intl Air
Lines, United Airlines, Virgin Atlantic, Virgin Australia, Vueling Airlines, and WestJet.
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12. Appendices
12.1. Appendix A: Criteria for Labeling the Resolution of
Conversations

The annotator is asked to read through a conversation carefully and then determine whether there is a
resolution of the service interaction based on the following criteria.

e Ifa customer expressed satisfaction or gratitude in the end, the outcome of the conversation should be
labeled as a resolution. Take the first conversation (ID 1-1 ~ 1-5) listed in Table A1, as an example. Since
the customer explicitly appreciated the agent for updating the flight information, the outcome of the
conversation is a resolution. On the contrary, the customer in the second example conversation (ID 2-1 ~ 2-
6) still thought the company was incompetent and unaccountable after multiple interactions with the agent,
which indicates a service failure.

e Ifa customer sent private messages to the airline, the outcome of the conversation would be labeled as a
resolution. The rationale is that private communications can reduce the risk of negative externality when
firms fail to address complaints publicly (He et al., 2019). Therefore, a focal customer’s agreement to
communicate via private messages at least signals a “public” resolution to bystanders. The third sample
conversation (ID 3-1 ~ 3-3) listed in Table A1 is an example.
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e Ifacustomer didn’t explicitly express gratitude but the agent successfully addressed the question or
complaint, then the outcome of the conversation would be labeled as a resolution. Take the fourth
conversation (ID 4-1 ~ 4-6) listed in Table A1, for instance. The agent provided detailed information to
answer the customer’s question of why the flight was canceled.

For a small set of conversations that do not fall into any of the above circumstances, the annotator should
follow two steps: 1) make his/her judgment based on factors, such as customers’ sentiment changes and agents’
efforts and reasoning; 2) discuss with the authors and determine the label according to all readers’ votes.

Table A1. Sample Conversations for Labeling Criteria

ID Role Content Resolution

1-1 Customer @SouthwestAir what's going on with Flight 40 out of Dallas to Chicago? 4
@customer Hey there, Courtney. It looks like inclement weather and associated Air

1-2 Agent Traffic Control delays have held your aircraft up, but we are working to get your flight to
Chicago another aircraft ASAP. We hope to have you on your way soon. -Adrienne
@SouthwestAir On another aircraft? So there’s something wrong with the plane as

1-3 Customer , ! . :
well? I'm seeing 7:20 departure time
@customer Nope! Nothing wrong, just that it has been held up with delays, and we are

1-4 Agent hoping to get you an alternative plane to get you out sooner. We are currently
anticipating an ETD of about 7:20pm. -Adrienne

1-5 Customer @SouthwestAir Thanks for the update
@SouthwestAir you leave me stranded on St. Patricks day at an airport with nothing

21 Customer . . x
open. No offer of anything except the payment of my time. Sweet. Fun. Awesome
@customer We regret the disappointment today, Brent. We know that your time is

2-2 Agent ) . ) .
precious, and we appreciate your patience today! -Nicole
@SouthwestAir Yeah that's not it. lll use a different airline for now on. Thanks for your

2-3 Customer patience

2.4 Customer (%ISa?/L’J)thwestAlr Are you going to cover my costs for the extra $ it will cost me for this
@customer While we don’t cover interim expenses, you're welcome to reach out to us

2-5 Agent o : . .
once your flight is completed so we can assist at that time. -Nicole

26 Customer @SogthwestAlr A|r||n9§. The only industry that can waste your time, cost you $ and
there is no accountability

3-1 Customer @SouthwestAlr | was charged for wifi on my phone, but | still can’t get a connection for v
wifi on my phone. What should | do?

3.2 Agent @customer Hey, Mister. Our apologies for the inconvenience. Please DM the email

9 address you used when you purchased the WiFi, and we'll follow-up. "KD

3-3 Customer @SouthwestAir I've sent the message

4-1 Customer @SouthwestAlr wh.at gives? Cancelled flight in line at the airport and on infinite hold v
with customer service. #nothappy
@customer It’s not our intention to disappoint you, Kim. Please speak to an Agent to

42 Agent get rebooked. We can refund the unused portion of your flight if you are able to find

9 alternate transportation. Please DM if you need further assistance. *SJ

https://t.co/mQmfkXW40oV

4-3 Customer @SouthwestAir Wondering why the delta flight at the same time is on time?

4-4 Customer @customer Mind sending your flight details so we can look into this? ASJ

4-5 Agent @SouthwestAir 224 from ATL to MCI
@customer Thank for the additional information. Our records indicate Flight #224 is
canceled due to weather. We cannot speak to other carriers. Our number one concern

4-6 Customer . ; . .
is operating a safe flight for our Customers and Employees. | am sorry for frustration
this has caused. "SJ

12.2. Appendix B: Text Classifiers

Table A2. Performance of the SVM Classifier on Customer Service-Related Conversations Using

10-Fold Cross Validation

Precision (0) Recall (0) F1(0) Precision (1) Recall (1) F1 (1)
Fold 1 0.90 0.85 0.87 0.91 0.94 0.92
Fold 2 0.89 0.82 0.85 0.89 0.93 0.91
Fold 3 0.91 0.83 0.89 0.89 0.95 0.92
Fold 4 0.88 0.84 0.86 0.90 0.93 0.91



https://t.co/mQmfkXW4oV

Fold 5 0.88 0.84 0.86 0.90 0.93 0.92
Fold 6 0.89 0.83 0.86 0.90 0.93 0.92
Fold 7 0.89 0.84 0.86 0.90 0.94 0.92
Fold 8 0.90 0.82 0.86 0.90 0.94 0.92
Fold 9 0.90 0.85 0.87 0.91 0.94 0.92
Fold 10 0.90 0.84 0.87 0.91 0.95 0.93
Average 0.89 0.84 0.87 0.90 0.94 0.92
Note: The (0) symbol represents conversations irrelevant to customer service, and the (1) symbol represents conversations
related to customer service.

Table A3. Performance of the SVM Classifier on Conversation Resolution Using 10-Fold Cross

Validation

Precision (0) Recall (0) F1(0) Precision (1) Recall (1) F1 (1)
Fold 1 0.74 0.73 0.73 0.82 0.82 0.82
Fold 2 0.74 0.72 0.73 0.80 0.81 0.80
Fold 3 0.73 0.70 0.72 0.80 0.82 0.81
Fold 4 0.77 0.72 0.74 0.81 0.85 0.83
Fold 5 0.76 0.73 0.75 0.81 0.84 0.82
Fold 6 0.77 0.73 0.75 0.80 0.83 0.81
Fold 7 0.73 0.70 0.72 0.78 0.81 0.79
Fold 8 0.73 0.76 0.74 0.82 0.81 0.81
Fold 9 0.74 0.72 0.73 0.80 0.82 0.81
Fold 10 0.74 0.69 0.72 0.78 0.82 0.80
Average 0.75 0.72 0.73 0.80 0.82 0.81
Note: The (0) symbol represents conversations ended without a resolution, and the (1) symbol represents conversations ended
with a resolution.

12.3. Appendix C: Text Clustering

We first preprocess the tweets by removing numbers, punctuation, and stop words. Then we create a term-
document matrix with the term frequency-inverse document frequency (TF-IDF) as the weighting scheme.
Considering the high dimensionality of text data, we use the singular-value decomposition (SVD) technique to
reduce the dimensionality of the term-document matrix. Next, we implement the K-means algorithm on the term-
document matrix to group similar tweets into clusters. To determine the appropriate number of clusters, we run the
algorithm with different numbers of clusters specified and then calculate the average silhouette scores (Rousseeuw,
1987). As shown in Figure Al, the best silhouette score is obtained for seven clusters. To further evaluate the
performance of the clustering algorithm, we create a word cloud for each cluster and manually examine if a topic
can be inferred from the cloud. We can see a separation in the types of service requests from the world clouds: flight
booking, delay, or cancellation; baggage; inflight amenities; and other specific requests. The detailed word clouds
are available upon request. The separation is generally aligned with the top customer service requests according to
Southwest (see https://www.southwest.com/html/customer-service/index.html?clk=GFOOTER-SERVICE).
Therefore, the identified clusters are informative, and we introduce them into our regression model as valid controls.
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12.4. Appendix D: Robustness Checks

\ Time

Signature Experiment

Note. The solid box represents the time window used for the baseline analysis (i.e., one month before and after the signature
experiment), the two dashed and dotted boxes represent the time windows used for the falsification tests in the pre-treatment
period.

Figure A2. Falsification Test with Pseudo-treatments

Table A4. Falsification Test with Pseudo Treatment at Different Times Before the Signature
Experiment

March 1, 2018 March 8, 2018
engagement | resolution | aggressiveness | engagement | resolution | aggressiveness
(1) 2) 3) (4) 5) (6)

signature 0.0501 0.0358 -0.0026 0.2056 -0.1895 0.0972

(0.0407) (0.0661) (0.0126) (0.1975) (0.3636) (0.0645)
Controls Y Y Y Y Y Y
Time Trend Y Y Y Y Y Y
Seasonalit
CE y Y Y Y Y Y Y
Observations 3513 1315 1315 1649 574 574
R? 0.09 0.14 0.10 0.12 0.21 0.20

Note: *** p <0.01 **p < 0.5 *p < 0.1. Robust standard errors in parentheses. Columns 1 — 3 report results with a pseudo treatment
on March 1, 2018, and the estimation window as two weeks before and after the pseudo treatment. Columns 4 — 6 report results
with a pseudo treatment on March 8, 2018, and the estimation window as one week before and after the pseudo treatment.

Table A5. Falsification Test with Pseudo Treatment at Southwest Airlines (in 2017)

Southwest Airlines — March 16, 2017
engagement resolution aggressiveness

(1) (2) (3)

signature -0.0085 -0.0076 0.0014
(0.0213) (0.0352) (0.0059)

Controls Y Y Y
Time Trend Y Y Y
Seasonality FE Y Y Y
Observations 8013 2936 2936
R2 0.08 0.16 0.07

Note: *** p < 0.01 **p < 0.5 *p < 0.1. Robust standard errors in parentheses. This table reports the results with a pseudo treatment
on March 16, 2017 (i.e., one year before the implementation of the signature policy), for Southwest Airlines.




Table A6. Entropy Balancing and Coarsened Exact Matching

EB CEM
engagement | resolution | aggressiveness | engagement | resolution | aggressiveness
(1) 2) ®3) (4) ®) (6)
sianature 0.0620*** 0.0670* -0.0086 0.0791*** 0.0853** -0.0077
g (0.0229) (0.0380) (0.0057) (0.0249) (0.0420) (0.0051)
Controls Y Y Y Y Y Y
Time Trend Y Y Y Y Y Y
Egasonallty v v Y v v Y
Observations 8214 3258 3258 7733 3110 3110
R? 0.01 0.02 0.01 0.02 0.07 0.06
Note: *** p < 0.01 ** p < 0.5 * p < 0.1. Robust standard errors in parentheses. Columns 1 — 3 report regression results with the
sample reweighted by Entropy Balancing (EB). No observation is dropped because the sample weights are all above zero. Columns
4 — 6 report regression results after the application of Coarsened Exact Matching (CEM).

Table A7. Synthetic Control Analysis

engagement resolutiony; aggressivenesss;
(1) (2) ®3)
sianature 0.018** 0.016** -0.0012
g it (0.008) (0.007) (0.0029)
Controls Y Y Y
Firm FE Y Y Y
Time FE Y Y Y
Observations 300 300 300

Note: *** p < 0.01 **p < 0.5 *p < 0.1. Bootstrapped standard errors in parentheses.

Table A8. Two-way Matching Analysis

caliper =3 caliper =4
engagement resolution aggressiveness engagement | resolution aggressiveness
(1) (2) 3) 4) (5) (6)
signature 0.0314** 0.0878*** -0.0023 0.0290** 0.0823*** -0.0019
g (0.0157) (0.0331) (0.0057) (0.0148) (0.0277) (0.0049)
Observations 3629 797 797 4138 1130 1130

Note: *** p < 0.01 **p < 0.5 *p < 0.1. We use calipers to exclude the matched pairs whose distance is larger than the threshold.
For instance, if the caliper is specified as three, the matched pairs whose distance is more than three times the standard deviation
of all distances among matched pairs will be dropped.

12.5. Appendix E: Evaluation of the Synthetic Control

Table A9. Comparison of Offline Operation and Online Presence Among Airlines in the US

Airline Passengers Fsliezit Destinations Daily Departures | Followers
Southwest Airlines 162,681,000 736 111 4,000 21M
American Airlines 215,182,000 1,440 352 5,400 1.5M
Delta Airlines 204,000,000 1,170 290 6,700 1.5M
United Airlines 162,443,000 1,391 371 5,000 ™M
JetBlue Airlines 42,727,694 270 102 925 1.9M
Spirit Airlines 34,537,000 157 78 400 112.7k




Frontier Airlines 21,689,000 104 110 270 123.1k

Hawaiian Airlines 11,751,003 61 32 212 188.7k

Note: The 2™ through the 5" columns report the statistics of airlines’ offline operations, which are from Wikipedia (see
https://en.wikipedia.org/wiki/List_of largest_airlines_in_North_America). Given the enormous impact of COVID-19 on the airline
industry, we report the passenger volumes as of 2019. The other three statistics as of March 9™, 2021. The numbers of followers
on Twitter are as of May 23, 2021.

Table A10. Paired t-tests of Differences in the Pre-treatment Period (in %)

engagement;; resolutions aggressivenessi
Treated — American Airlines -0.545 1.278 -1.373
Treated — Delta Airlines 11.064** 4.615** 0.083
Treated — United Airlines 4.230*** 5.516*** -0.090
Treated — JetBlue Airlines -7.847* -5.621* 0.356
Treated — Synthetic Control 3.846e-8 6.562e-8 1.682e-8

Note: ™ p < 0.01 *p <0.05 *p <0.1.

12.6. Appendix F
Table A11. List of Measurement Items

Theoretical Items Source
Constructs

Humanization | ¢ There was a human contact with the agent. (Yoo & Alavi, 2001)
(Social e There was a sense of personalness with the agent.

Presence)

e There was a sense of sociability with the agent.
e There was a sense of human warmth with the agent.
e There was a sense of human sensitivity with the agent.
Trust e The agent is consistent in quality and service. (Einwiller, 2003; Fang et
 The agent is keen on fulfilling customer needs. al., 2014; Garbarino &
o The agent is honest. Lee, 2003; Jarvenpaa et
e The agent wants to be known as one that keeps promises and al., 2000)

commitments.
e The agent has customers’ best interests in mind.
e The agent is trustworthy.
e The agent has high integrity.
e The agent is dependable.
Empathy e The agent is caring. (Coulter & Coulter, 2002)
e The agent is warm.
e The agent is friendly.

Satisfaction e How satisfied do you think the customer feel with the agent's | (Barger & Grandey,
response? 2006)
e How satisfied do you think the customer feel with the overall
interaction?
Specific reply Generic reply
- Customer: Flight to Phoenix delayed 3 hours. - Customer: Flight to Phoenix delayed 3
Should've just drove there. Thanks a lot @Airlines! hours. Should’ve just drove there. Thanks
- Airline: We're sorry for the trouble. What is your flight | a lot @Airlines!
number? We would be happy to get an update for you. - | - Airline: We never like to keep you
Flight MR waiting. We appreciate your patience
delay - Customer: 2033 to PHX and 1568 from PHX to LAS while we work to get you going ASAP. -
- Airline: Our apologies for the delay. It looks like Flight | MR
#2033 is delayed due to Air Traffic Control directives, - Customer: | need a free flight. Or a
and our Team will do their best to make up time where discount at least!
they can. We appreciate you hanging in there with us - Airline: While we’re unable to offer you

today, and we hope to have you on your way soon. -MR | a free flight, you’re more than welcome to




follow up with us post travel so we can
look further into your flight details. -MR

Lost
baggage

- Customer: | don’t understand how @Airlines
lost/delayed my bag. | really wish another airline had a
direct flight to my city. So annoyed.

- Airline: We don't like hearing this. Have you filed a
baggage report? We’'ll do our best to have you reunited
with it soon. Can we be of any further assistance in the
meantime? -RR

- Customer: How about being available to talk to
customers you’ve wronged? 45 minute wait to talk to
corporate customer service? Again, Alaska airlines is
looking better and better.

- Airline: Did you speak to Customer Relations? We'll
be glad to address your concerns here and see what
else can be done to try and make it right. You're
welcome to DM us your confirmation number. -RR

- Customer: | don’t understand how
@Airlines lost/delayed my bag. | really
wish another airline had a direct flight to
my city. So annoyed.

- Airline: We're sorry for the
inconvenience. | assure you our Baggage
Team will do all they can to locate your
bag as soon as possible. -RR

- Customer: How about being available to
talk to customers you’'ve wronged? 45
minute wait to talk to corporate customer
service? Again, Alaska airlines is looking
better and better.

- Airline: We hope to reunite you with
your baggage soon. Thank you for your
patience. -RR

12.7. Appendix G: Causal Mediation Analysis

Table A13. Regression Results of Causal Mediation Analysis (Mediator: Trust)

Trust Engagement Satisfaction

(1) (2) ®3) (4) ®)

signature 0.64*** 0.45*** -0.79 0.30*** 1.11*
g (0.12) (0.12) (0.61) (0.12) (0.57)
Trust 0.47** 0.36*** 0.98*** 1.05***
(0.10) (0.09) (0.06) (0.09)

signature x Trust 0.35™ "0.22
g (0.17) (0.16)
R? 0.16 0.34 0.36 0.63 0.63

Note: * p<0.1 ** p<0.05, *** p<0.01. Robust standard errors in parentheses.

Table A14. Regression Results of Causal Mediation Analysis (Mediator: Empathy)

Empathy Engagement Satisfaction
(1) ) 3) (4) ®)

. 0.59*** 0.54*** -0.35 0.39*** 1.59%**
signature (0.13) (0.12) (0.59) (0.12) (0.52)
Empath 0.37** 0.29** 0.91** 1.02%**

patiy (0.08) (0.13) (0.07) (0.08)

. 0.25 -0.34*
signature x Empathy (0.16) (0.14)
R? 0.12 0.29 0.31 0.64 0.65

Note: * p<0.1 ** p<0.05, *** p<0.01. Robust standard errors in parentheses.
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Note: This figure reports the sensitivity analysis of the detected mediation effects to the violation of the sequential ignorability
assumption following Imai et al. (2010). Take the top-left panel as an example, the average mediation effect would disappear or
change its sign if the sensitivity parameter is greater than 0.40.

Figure A3. Sensitivity Analysis




