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Contact Customer Care

o optional: st amer:
Notseleaed | ()

7/ 7
For( i=0; i<w; i++){
PLAY Your call is
very important to us.
So Please continue
to hold.
MUSIC(5)

Customer Service Chat

a Hello, | am a chat bot assistant. | will be able to handle some
of your requests. If | can't, | will direct you to right person on
my team who can assist you. What can | help you with

today?

* YOUR CALL IS VERY IMPORTANT TO US,
50 PLEASE CONTIUE TO HOLD . *
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Racial Bias in Social Media Customer Service
LB::u:kgn:)l.md

But One Feature Has Remained Unchanged ...




Mac's Auto Service Il

3301 Brighton Henrietta Town Line Rd, Rochester, NY

4.7 Jhhkdk 29 reviews
1 Like

# it

Steve Brent

2reviews

Fkkkok 4 years ago

Always excellnt work cheerfully done. And they stand behind it. A tertfic place.

1 Like

Sortby: Most relevant ~ .

Chris Campbell
@SoupInNYC27

£ 2 Folow

- (@united does a terrible job updating flight
status. It's 7:35 and United still says departure
time is 7:40, yet boarding hasn't started yet

-« © v

Local Guide - 29 reviews - 20 photos public voice

K ke ago

Their services were great at firs. Later their services started to suck and their pices are geting
expensive. | took my car there to get i fix and they made it worse.

il Lie -
public customer service

o 00 o 1 e oty e s g

funning fine. We have not heard from you and have not received any complaints of questions about
the repair since then. Six months later you post a bad review on Google. We are here to help our

customers and stand behind our work. If there Is of was any ISsue with your repairs, please bring it to
to take care of the situation_

our attention and we wil be

What make social media customer
from traditional channels?
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United @united - 31 May 2015
@SoupInNYG27 Whats the fight number? AJJ
© v

Chrls Campbell - SouplnNYC27 31 bay 2015
(@united UA 1111 to MCO. New departure time of 8:25, and yet boarding stll hasnt
started. #fastestooardingever
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service (SMCS) so different




Public and connected

Extreme convenience

Tweets directed at leading B2C companies, brand and service accounts
Number of Tweets per month, millions
24 months between Mar 2013 - Feb 2015
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SMCS shifts power from firms to consumers.
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In contrast with traditional call centers, on average, airlines

respond to less than half of the tweets directed at them by
complaining customers.

Airline

Response Rate (%)

Average Response Time (Minutes)

American Airlines 57.06 34.69
United Airlines 40.10 101.81
Southwest Airlines 35.99 221.03
Delta Airlines 46.70 17.52
JetBlue Airways 46.95 9.46
Virgin America 37.73 159.66
Alaska Airlines 52.42 81.48
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N . y. P y ,?,, 9 o @DeltaAssist A four-hour delay in Atlanta for
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Do airlines have (implicit) racial bias while delivering customer
service on social media?
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Figure: ATCR complaints of racial discrimination (2016-2017/8)

Discrimination, exclusion and unconscious biases are enormous problems
that no one has mastered, and we would never suggest that we have it all
figured out either ... What we know is we want to keep learning and we

want to be even better. — Douglas Parker@AA -
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Racial Bias in Social Media Customer Service

L Literature

Peer-to-Peer (P2P) Bias

m Crowdfunding: Loan listings with African-Americans in the
attached picture are less likely to receive funding than similar
whites. (Pope and Sydnor 2011).

m Uber and Lyft: longer waiting times and more frequent
cancellations for African-American passengers (Ge et al.
2016).

m Airbnb: guests with distinctively African-American names are
less likely to be accepted relative to identical guests with
distinctively white names (Edelman et al. 2017).



Racial Bias in Social Media Customer Service

L Literature

Business-to-Consumer (B2C) Bias

Melissa DePino L

@missydepino

@S5tarbucks The police were called because these men hadn’t
ordered anything. They were waiting for a friend to show up, who
did as they were taken out in handcuffs for doing nothing. All the
other white ppl are wondering why it's never happened to us

when we do the same thing A business entity is vicar-
iously liable, under the re-
spondeat superior doctrine,
for negligent acts or omis-
sions by their employees in
the course of employment.

P 11.5mviews ois/oas )



Racial Bias in Social Media Customer Service
L Literature

Table 1. Racial Bias Studies in Consumer Markets

B2C P2P

Retail: Schreer et al. (2009)

Housing: Ondrich et al. (1999),
Turner and Mikelsons (1992),
Yinger (1993)

Physical
|Offline | Car Sales: Ayres (1991, 1995),
Ayres and Siegelman (1995)

Health Care: Blair et al. (2013),
Penner et al. (2010), Sabin et al.

(2008)
Airbnb.com: Edelman and Luca (2014), Edelman et
al. (2017)
Autobytel.com: Morton et al. (2003)
Craigslist: Ghoshal and Gaddis (2015), Doleac and
Digital Stein (2013)
[Online Current paper

eBay.com: Ayres et al. (2015)
Prosper.com: Pope and Sydnor (2011)
Kickstarter.com: Younkin and Kuppuswamy (2018)

Uber and Lyft: Ge et al. (2016)




Racial Bias in Social Media Customer Service
L Literature

Complaints to social media customer service from a racial minority
group, as cued by their social media profile pictures, are less likely
to be responded compared to otherwise similar customers.

_|_

Some employees may dislike customers of racial minorities and
be reluctant to serve them on social media.

Because of limited business-relevant information about social
media users, some employees may assess customer value based
on their racial identities.

Compared to P2P bias, the stake of B2C bias is much higher
for any company nowadays.

Unlike other forms of customer service where customer-brand
interactions are private, social media customer service
interactions are public.
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Racial Bias in Social Media Customer Service
L Data

Data

173,662
initial complaints

167,575 6,087
with profile images without profile images

110,533 43,667 9,214 4,161
with one face  with no face with multiple faces technical errors

—




Response Rate

Asian African American  Hispanic

Race
95% confidence intervals

Other

White
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Racial Bias in Social Media Customer Service
L Data

m Dependent Variable: 1 if responsed, 0 otherwise

m Independent Variable: race, 1 if African-American, 0
otherwise

m Control Variables:

cluster fixed effects to control for content topic and style

traffic: # of complaints received in the previous hour

linguistic features including length, complexity, offensiveness,
AFINN sentiment intensity, hashtag, URL

B # of retweets

user characteristics: gender, # of followers, # of updates,
profile description

@ airline fixed effects and day-of-week fixed effects
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Racial Bias in Social Media Customer Service
LFindings

Table 6. Estimation Results

) Pooled African American and White Asian and White Hispanic and White
Variables ™) PSM Al PSM All PSM Al
(2) (3) 4 ) (6) (]
African American (baseline: White) -0.1231*** -0.1181** -0.1258***
(0.0357) (0.0471) (0.0358)
Asian (baseline: White) 0.0123 0.0052 0.0135
(0.0381) (0.0517) (0.0382)
Hispanic (baseline: White) 0.0798 0.1899 0.0860
(0.1040) (0.1687) (0.1045)
Other (baseline: White) -0.5678*
(0.2952)
Female -0.0107 -0.0534 -0.0121 0.0241 -0.0024 0.2141 -0.0019
(0.0187) (0.0479) (0.0194) (0.0524) (0.0196) (0.1714) (0.0203)
Observations 57,484 9,010 53,354 7,288 52,488 860 49,273
Log Likelihood -34177.17 -5300.866 -31696.73 | -4366.387 -31199.21 -435.4723 -29220.76
AIC 68504.34 10745.73 63537.47 8876.774 62542.42 1014.945 58585.53
BIC 69176.28 11257.37 64177.17 9373.141 63180.94 1357.444 59219.5
NOTE: For brevity, estimated results for a set of selected variables are reported. For all results, see Section A.8 of Appendix A.
*** p<0.01, ** p<0.05, * p<0.1 (Robust standard errors in parentheses)




Racial Bias in Social Media Customer Service
I—Findings

Falsification Test

m The premise underlying our strategy to test the hypothesis is
that visual cue is the most likely trigger of racial bias.

m So without a visual cue, we shouldn't be able to detect the
bias. Otherwise, we have a spurious correlation.

173,662
initial complaints

167,575 6,087
with profile images without profile images

=N

110,533 43,667 9,214 4,161 £
with one face  with no face with multiple faces technical errors



Racial Bias in Social Media Customer Service
LFindings

Race Detection from Text

m 15,000 Twitter users in the U.S. who tweet in English, and
have a valid profile image and a public timeline.

m Tag the race and gender using 849 AMT workers where each
HIT (Human Intelligent Task) is labeled by three different
workers from the U.S.

m Only users with at least two agreements and with specific race
category are considered valid.

m 8,187 users with valid race labels; 8,971 users with valid
gender labels.

m Fetch the latest 3,200 tweets for each valid user and use that
as input to a deep learning-based race classifier.
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I—Findings
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Figure B1. Deep-Learning Model Architecture

*Note: Only one filter for each window size is shown in the figure for demonstration purposes. In

the actual implementation, 100 filters for each window size were u




Racial Bias in Social Media Customer Service
LFinding;s

Performance of the CNN

Tavie 3. Race Ciassifier - Prediction Performance

Atrican American Other Average
Systom Procision | Rocan | F1 Prosion [ Rocon [ FT | Accurac, | 2voreee
(1)
Deep 81.07 98.5| 88.94 98.09 77| 86.27 87.75 87.67
L“t“”‘”ﬂ
2 78.54 | 86.00| 82.01 84.53 76.5 | 80.31 81.25 81.16
SUM ! 5 : : ;

Tabie 4. Gendaer Crassirier - Prediction Performance

Femaie Maie Avemge
Syetem | Precision | Recan | F1 | Precicion | Rocat | F1 | Aceuwraey | Avereas Pl
(1)
Deop 92,51 8829 | 90.35 88.8 92.86 | 90.78 90.57 90.56
JVZ)M 91.25 8943 | 9033 | 89.64 91.43 | 90.52 90.4 90.43




Racial Bias in Social Media Customer Service
LFindings

Falsification Test Results

Table 7. Estimation Results — Falsification Test

Variable F,(;;VI g"l}

African American (baseline: non-African American) 0.0636 (0.1022) 0.0340 (0.0703)
Female -0.0620 (0.1384) 0.0336 (0.0299)
Observations 2,212 43,048
Log Likelihood -1161.827 -24756.58
AIC 2467.655 49657.16
BIC 2878.174 50281.4
For brevity, estimated results for a set of selected variables are reported. See Section A.11 in
Appendix A for details.

***p<0.01, ** p<0.05, * p<0.1 (Robust standard errors in parentheses)
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Racial Bias in Social Media Customer Service

L Discussion

Why?

Sources of Discrimination

Animus-based (or taste-based) discrimination occurs when a certain
group is treated differently because that group is disliked or hated.

Statistical discrimination theories predict that disparate treatment
stem from decision-makers’ use of observable characteristics as
proxy for unobservable but outcome-relevant characteristics.

Conscious/Unconscious

Explicit bias is the traditional conceptualization of bias. With
explicit bias, individuals are aware of their prejudices and attitudes
toward certain groups.

Implicit bias refers to the attitudes or stereotypes that affect our
understanding, actions, and decisions in an unconscious manner.



Unlike explicit bias, implicit bias is much harder to eradicate.
€
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Figure: The challenge of generalization
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Humans are naturally good at generalization.
m Maybe too good?

m What if implicit bias is the flip side of overfitting?
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Racial Bias in Social Media Customer Service

L Discussion

Humans are naturally good at generalization.
m Maybe too good?
m What if implicit bias is the flip side of overfitting?

How do we fight implicit bias? Less data ...

m For social media customer service, just mask customer
profile pictures from agents.
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